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CHAPTER 1

Introduction

1.1 Overview

Automated systems for generating multiple choice questions (MCQ) is a very
useful technique of consideration in the creation of assessment materials and tools,
not only for e-learning systems in educational departments but also for lifelong
learning. This is because they provide a self-assessment and analytical evaluation
tools to the users, together with immediate feedback which gives the users the
opportunity to find out whether the answers submitted are correct or not in order
to measure their learning progresses.

The high demand that has been experienced in the implementation of self-
assessment tools, has thus created the necessity for the development of automated
multiple choice question generators. Educators propose to use it as a system to
ease the generation of multiple choice questions, gauge the learning progress of
students and provide a mean of reasonable assessment. An automated system for
the generation of questions can greatly reduce time, cost and effort that would
otherwise be required in manual question setting.

A multiple choice question consists of a sentence stem representing the question
which the student is supposed to answer, together with three to four answers, only
one of which is the correct one and the rest serving as distractors. Though rea-
sonable evaluation results have been received from the multiple choice questions,
their successful effectiveness is inherently connected to the quality, strength and
effectiveness of the distracters that are associated with the questions. Effective
or reasonable distractors in multiple choice questions have the capability of as-
sessing if the students have a clear understanding of the concept, without unduly
presenting too much pressure or being too easily detectable [12].
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Papasalouros et.al (2008) [14] generated multiple choice questions automatically
by utilising three entities; a knowledge base containing facts pertaining to a specific
domain, semantic relationships connecting entities in the knowledge base, and a
natural language generation component. Until recently, multiple-choice questions
were churned out by applying term extraction, semantic distance calculation and
sentence restructuring method on ontologies like WordNet.

According to Papasalouros et.al (2008) [14], generating questions using natural
language generation methods on a knowledge base developed using Ontology Web
Language (OWL) would be a more effective way to generate multiple choice ques-
tions. Utilising OWL can prove to be more efficient, as it is domain-independent
and helps access multiple domain ontologies. As the entities are arranged based
on class hierarchies, it becomes easier to generate distractors. Moreover, entities
are categorised based on their properties, which helps to automatically determine
relationships between entities as well as determine data type of an entity. Thus,
the process of acquiring correct answers and phrasing distracting options is sim-
plified. However, a problem arises when the same word can mean different things,
under different contexts. Such words are often referred to as ambiguous words.

In accordance to Bollegala et.al (2007) [6], semantic similarity can be measured,
by using Internet search engines to determine the most plausible and relevant con-
text for a word, using “page count”as a statistical measure. This measure basically
analyses and ranks the different contexts in which a word has been searched. To
determine the semantic similarity between two words, the individual page count of
the two words as well as the page counts of the two words combined can be used.
Thus, the word relevant to the context can be determined and used while framing
distractors in multiple-choice questions.

Another approach to formulating multiple-choice question is to gather sentences
from questions mentioned in a specified set of learning materials, employing a sta-
tistical technique to generate a blank part for the question, and create distractors
using grammatical and statistical patterns [1]. While this approach may be useful
in generating multiple-choice questions for a specified text, it is not as flexible or
powerful as the method recommended by Papasalouros et.al (2008) [14].
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1.2 Project Objectives and Methodology

In this regards, the study seeks to carry out an analysis of the effectiveness of
automated multiple choice question generation and the quality of the distractors
that are associated with the questions. It is thus geared towards the generation
of effective and high quality distractors through the use of multiple similarity
measurements for automatic multiple choice question generation.

This research concentrates on the generation of effective distracters that allow
for accurate progress assessment through the implementation of two main sim-
ilarity measures which are Ontology Distance measures and Normalised Google
Distance(NGD) measures. First we make use of automated text summarisation
system that analyses the entire text corpus to generate a set of significant sentences
and a set of significant keywords. According to the results of the summariser we
will be able to generate closest distractors to the desired key by the combination
measure of NGD and ontology distance. In other words, our system emploies
approaches such as text summariser, NGD and ontology distance to find similar
distinct word associated with a query keyword, with the hope to give a set of high
quality and effective distractors as a result.

1.3 Dissertation Outline

The remainder of this research dissertation is structured in the following way:
Chapter 2 reviews the literature concerning the usefulness of using MCQs and
some fundamental background information. Chapter 3 seeks to address the design
and methodology of the proposed system, and chapter 4 explains the results of
distractors generation system evaluation. The last Chapter 5 concludes the paper
with reviewing system’s findings and indicating suggestions for future work.
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CHAPTER 2

Literature Review

2.1 Overview

Alsubait et al [4] categorised the learning assessment items into two formats:

• First subjective assessment such as short/long answer questions, essays and
research paper, which require a lot input from the users and markers.

• The second format is an objective assessment using multiple-choice questions
(MCQ) as well as questions that require selective answers.

They argued that objective tests are much harder to generate, often not well-
structured, requires a considerable amount of time in their preparation and analysis
of relevance as compared to subjective essays. However, they require minimal
supervision from the examiners, are more reliable because of marks do not rely on
examiners opinions and reflects obvious differentiations among examinees, and can
be used in evaluating a wide range of knowledge from a vast amount of information
resources. In MCQ assessment, the marking process is much easier than other
types of learning assessments and very scalable to large classes. In addition, marks
for the questions are easily calculated, with the objectivity of the activity being
guaranteed by the fact that the feedback is expected by the users, which can easily
be converted into statistical figures for further representation and analysis of the
assessment results.

Recent developments in e-learning systems lead to offer abundance of electronic
textual resources (e.g ebook, web documents, lecture notes, journals, e-class).
While having these e-textual resources presents a myriad of advantages to learners
and instructors , there is a need to use an electronic or automatic assessment as a
key constituent of E-learning. In other words, the measurement towards students
capabilities is significantly required by using e-assessment techniques. However,
the reliability of e-assessment systems in such environment is critically essential.
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They must be well constructed to identify whether or not examinees have achieved
desired objectives successfully.

Multiple-choice questions thus become one of the most popular measures for
assessing students in a given learning environment. However, creating multiple-
choice question is a time consuming, difficult task and requires expertise. Given
the current advances in the field of natural language processing and text mining,
powered by the advance of electronic textual resources, it is quite feasible to create
such a system capable of automatically generating MCQs, in a bid to reduce time
and effort in manually creating such questions.

2.2 Automated Text Summarisation

Automated Text Summarisation is a new technique to automatically summarise
original text by extracting the most significant sentences or keyphrases that con-
vey the fundamental meaning of the input document. In comparison with manual
summarisation methods, it reduces time and effort on making such document. Ac-
cording to Al-Hashemi [2] there are two main types of text summarisers namely ex-
tractive and abstractive summariser. The extractive one is commonly used rather
than the abstractive method due to the lack of attempt in producing a summary as
much similar as a “human”summary. Furthermore, this popular type of text sum-
mariser is mainly based on the concept of information extraction, which extracts
the main terms or sentences in a desired text in order to formulate a compressed
text [2].

Al-Hashemi [2] followed four phases in his proposed study to design the system
that summarises a candidate text using a keywords extraction strategy. The au-
thor started with a text preprocessing phase that consists of subprocesses which
are firstly restructuring an unstructured text file, stop words removal process, word
tagging and stemming. The outputs of the first phase is a set of important key-
words that is used in the second phase which is a significant keywords/phrases ex-
traction process. There are several ranking strategies implemented by Al-Hashemi
to measure the importance of each word, the frequency of a candidate word in
the document, Inverse Document Frequency (IDF) and word location in the text.
In his article, he stated that words that have high weight usually exist in the
title/headings of the document, have a capital letter and a different font type.
However, the third phase describes sentence selection strategy that ranks each
sentence in accordance to a set of metrics such as sentence location in both para-
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graph and text, the length of the candidate sentence and presence of the significant
extracted keywords/phrases in the sentence. In the final phrase, the implemen-
tation of TFIDF measure is involved to minimising or “filtering”the number of
significant sentence and to give more quality to the resulted summary. In terms of
system evaluation, the author concluded that the finding of performing Precision
and Recall measurements on the system, illustrates 70% overall precision which
means the system generated a high quality summary [2].

2.3 Automatic multiple-choice questions Generation

A multiple-choice question consists of items that present short sentences, stating
particularly a single question or proposition, and a set of choices (e.g four short
answers). A student needs to select the one(s) from these answers. In this research,
we focus on MCQs that have a single correct answer. This is the simplest case for
automaton the process of MCQ creation. Only one of the answers is the correct
answer which is called the key. The rest of the answers are wrong and referred to
as distractors. Alsubait et al [4] explained the main structure of multiple-choice
questions in more detail. A multiple-choice question has two components: a short
sentence (stem), demonstrating a certain problem or question that is extracted
from a certain text. A number of options from which the user chooses the correct
answer. This option set can be represented as A = {ai | 2 ≤ i ≤ max}. This
implies that we need at least two answers, one being the distractor. The upper
bound is not specified, which measure that we can have as many distractors as the
system sees suits. This can further be subdivided as a set of correct options and
a set of incorrect answers. The set of correct options can be known as keys (K)
depending on the type and number of solutions of the question being asked, which
can be represented mathematically as, K = {Km | 1 ≤ m ≤ i}. However, the set of
incorrect answers that act as distractors (it will be explained in more details in next
section) to the student, thus working towards the determination of their academic
acuity and knowledge. This can be represented as D = {Dn | n : = i−m} [4].

Furthermore, in their article [4], the explanation of two primary types of simi-
larity are sufficiently represented, which are semantic and relational similarities.
The relational similarity highlights similarities between concepts in terms of their
relations. The main advantage of the relational similarity is that it generates
multiple-choice questions that tests the higher level of “cognitive abilities”of stu-
dents.The semantic similarity has the ability to produce a plausible distractor
for a set of question, which is critically important for generation multiple-choice
questions [4].
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2.4 Characteristics of High Quality Distractors

As has been mentioned early in this paper, the multiple choice questions com-
prise statements of the question, otherwise referred to as the stem of the question,
followed by a series of multiple-choice solutions to the question with only one of
the answers being the correct solution to the question. The correct solution is
referred to as the key of the series with the incorrect solutions being referred to
as the distractors. Karamanis et al [11] defined an appropriate distractor as “a
concept semantically close to the anchor [key] which, however, cannot serve as the
right answer itself”.

An important consideration in the automatic generation of distractors for mul-
tiple choice questions is the number of distractors used. The more distractors
used, the less the chance of getting the correct answer through guesses. The larger
number of distractors, the greater possibility of ambiguity and implausibility of
the solutions, presented to the students [13]. An effective distractor plays a major
role in generating a high quality automatic multiple-choice questions,however it
is also “a major challenge in preparing MCQs” [4]. A distractor must be closely
similar to the true answer (the key), to highlight students who have not achieved
the required level of experience, abilities and knowledge in the learning subject
being examined. Goto et.al (2010) [1] stated that effective distractors should have
similar part of speech to generate a reasonable question.These features are signifi-
cant in the process of creating correct educational assessments. Mostow et al [13]
introduced three classes of distractors which are: Ungrammatical, Nonsensical and
Plausible distractors. The main effective type is the plausible distractor, because
of the main features that it has such as the close similarity to the key in terms of
part of speech (POS) and it forms a plausible sentence. This literature reports on
number of recent studies exploring the generation of distractors for multiple choice
questions, particularly those applied Normalised Google Distance (NGD) [7, 17]
which is explained in section 4, and ontology concept [5, 3, 14, 10] that is presented
in section 5.

2.5 Normalised Google Distance

A considerable amount of literature has been published on measuring semantic
similarity between words and phrases based on web search engines such as Google,
Bing and Yahoo. In this study, we will examine whether Google distance can be
used to measure similarities between a potential distractor and the key for MCQs.
Normalised Google Distance (NGD) is used Google search engine to calculate the
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similarities between objects based on their names [17]. In accordance to Wong
et.al(2007) [17], NGD can be calculated as following:

NGD(x, y) =
G(x, y)−min{G(x), G(y)}

max{G(x), G(y)}
(2.1)

where

G(x) = log
1

g(x)
and G(x, y) = log

1

g(x, y)
(2.2)

The g(x) and g(x, y) are the probability of existence of terms x and y. They can
be calculated as

g(x) =
|x|
N
, g(x, y) =

|x ∩ y|
N

, (2.3)

where y is the number of Google pages that contain term y and x is the number
of Google pages with in term x. |x ∩ y| is the number of Google pages contains
both terms x and y, also N is defined as N = |x|+ |x ∩ y|.

The authoring environment that is introduced by the system of Cilibrasi and
Vitanyi [7] demonstrated the utilisation of Google search engine to facilitate its ap-
proach. Cilibrasi and Vitanyi (2007) [7] stated the construct of Google semantics
of words as a number of web pages returned by the desired query. Additionally,
in their research, they represented the theory behind (NGD) that it is a result of
Google-based estimation of the Normalised Information Distance (NID). Where
the utilisation of Google code-word length allowed them to estimate the NID with
Normalised Compression Distance (NCD) and using Google distribution as a com-
pressor for Google semantics [7].

Similarly, Wong et.al [17] applied Google distance as a gauge for similitude and
term length, together with new Tree-Traversing Aunt (TTA) algorithm. In their
paper they pointed that for term clustering TTA operates on a two-stage approach;
first stage the nodes are divided into sub-nodes by TTAs, and then terms are repo-
sitioned in order to attaine ideal clusters using NGD. The findings of this approach
are promising. Wong, et al. (2007) highlighted that NGD significantly relies on
Google search engine to maintain the capability of measuring the similarity and
distance between words at the level of compression. Wilson, et al. (2007) asserted
that the innovative application of featureless similarity on the basis of NGD and
Wikipedia , exhibited brilliant results, additionally they pointed a set of advan-
tages of this approach such as the ability to detect outliers, generate consistent
outputs and identify concealed structures of clusters [17]. On the basis of the
studies above which applied NGD in their approaches, we can obtain an approach
that uses NGD to measure similarity distance between the key and distractors.
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2.6 Ontology Based Measures

In recent years, there has been an increasing amount of literature on the gener-
ation of distractors for automated multiple-choice questions. A number of studies
have conducted a series of generation MCQs using ontology. According to Al-
Yahya [3] ontologies are defined as “Knowledge representation structures which
provide a conceptual model of the domain”. The system developed by Papasa-
louros et al. [14] aims at developing a novel approach for creating multiple optional
questions automatically, based on explicit ontologies domain and some linguistic
resources. They [14] propose this formulated approach to automate the entire
process of assessment, to provide dependable evaluation process.

The tool developed receives an input ontology and produces as output multiple
choice questionnaires. The study [14] outlines ways through which some domain
ontologies can be used as inputs for questionnaire creation in the education setting.
This included domain manual summarisation by both ontology engineers and ped-
agogic experts, domain manual summarisation in concept map order, and ontology
generation automation. Moreover, for education purposes the paper recommends
the reuse of the domain ontologies created by a field expert.

Furthermore, the article [14] indicates definite ontology related routine that
developing such a system needs to follow. In addition, They use alphabets as the
routines for instance; A, B, C, D are used as concepts names, R, S are used as
roles names and a, b, c are used as individuals names. Consequently, by use of
routines, some strategies were formulated to choose the right answers, and select
the distractors. In this regard, the proposed strategies are only concentrated on
the semantic aspects in the generation of ontology-based questions process. These
strategies include:

• Class-based strategies, which the creation of distractors is dependant on their
individuals and classes.

• Property-based strategies; which generate a set of distractors according to
their roles.

• Terminology-based strategies contain strategies based on relationships with-
out directly involving individual ontology [14].

To evaluate this approach, Papasalouros et al. [14], utilised five different domain
ontologies such as Eupalineio tunnel ontology to examine the system. Afterwards,
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the set of resulted questions was evaluated by a three-dimension perspective, in
terms of pedagogical quantity, syntactical correctness, and number of questions
generated. Domain experts found all questions generated from this approach
passable for assessment. However, the proposed approach is good at defining of
questions semantics, but it offers little in creating syntactically correct questions
thus leaving room for future work. Moreover, they suggested that the utilisation
of online search engine such as Google, will assist in overcoming the weakness of
domain ontologies in future.

Similarly, the work described by Al-Yahya [3] applies ontologies to generate a
set of learning assessments. They have explored a system that generate MCQs
using an OntoQue engine, from a domain ontology. The OntoQue generates as-
sessment items by iterating through entities in the ontology and implementing the
Jena API. The researcher classified the strategy of the study into three categories;
class-membership strategy, individual strategy and property strategy. In fact, the
author has used the same strategies that Papasalouros et al. [14] have applied.
However, she implemented individual based strategy instead of terminology-based
strategies, with aim to create Fill-In (FI) items. During the strategy of class-
membership, the process of generating distractors applied a random model from
classes. The researcher pointed that the approach showed a perfect performance in
generating such an assessment, however, it needs improvements in terms of word-
ing using WorldNet and the analysis process should rely on real use cases [3].

Another study of ontology based MCQ is carried out by Bin et al (2009) [5], that
conducted ontology-based measure of semantic similarity between concepts. From
what has been published in the paper, it is obvious that the implementation of
semantic similarity is an essential consideration in knowledge sharing, web mining
and MCQs generating.

The problem being solved in the research, however, is centred on the fact that,
most studies tend to focus on the measurements of semantic similarity between
words rather than concepts, whereas, semantic distance between concepts is the
fundamental in this matter. Therefore, Bin et al (2009) [5] discussed two tradi-
tional measures of semantics in their work. These are graph based measure and
information content based measure. Graph based measure investigates mainly
the length and depth between concepts. On the other hand, information content
based measure is based on the perception that the illustration of semantic distance
between concepts, must be delivered accurately by information content.

10
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The study carried out by Bin et al. (2009) [5] tries to understand the semantic
similarities that exist between traditional measures.To overcome problems associ-
ated with both measures, they have developed an idea that combines graph based
measure and information content based measure as a new measure that known
as Ontology Hierarchy Information and Information Content semantic similarity
measure (OHIIC) [5].

With the combination of the two measures, values produced between their con-
cepts indicates the relationship that exists between them. Although the new idea is
only based on theoretical analysis, it helped to achieve results that both measures
could not achieve when used separately. However, to achieve their final results,
Bin et al (2009) were required to construct a Concept Tree (CT) from WordNet.
The approach was examined against 28 word pairs. To evaluate the success of the
new measure, the results produced using OHIIC were compared to those of other
measures. The results obtained in the study shows that, in semantic similarity
measures, Ontology Hierarchy Information is a significant consideration [5].

Based on ontology distance measure, Jing et.al (2006) [10] explore a new clus-
tering technique that enhances the performance of text clustering. Indeed, this
approach can be implemented in distractors generation for MCQs.Therefore, the
main reason for producing the study is to develop a new clustering scheme based
on the measure of ontology distance. However, as the authors assert it was essen-
tial to calculate the term mutual information matrix. This was done with the aid
of some methods and technique such as WordNet and other ontology methods.

They have tried to resolve most difficult problems caused by text clustering in
text documents. As far as they are concerned, text clustering is a challenging
problem when it comes to critical information volumes, complex semantics and
high dimensionality. To resolve the problems associated with complex semantics,
they have proposed the utilisation of the existing learning ontology techniques,
with aid of WordNet in order to calculate the term mutual information (TMI) [10].

Furthermore, they designed a new data model that combines mutual information
matrix (MIM) and traditional vector space model (VSM), to evaluate their system.
The new model designed considers relationship that exists between terms. With
new ontology-based distance measure, the research [10] employed two k-means
type clustering algorithms, the standard k-means and the FW-KMeans. The main
reason why the authors had to employ these algorithms is due to the fact that
k-means algorithms are “efficient” as well as “scalable”. The obtained findings
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from the study demonstrated that, the two clustering algorithms have performed
better progress when using ontology distance [10].

2.7 Conclusion

This literature paper presents a number of related research to automatic distrac-
tor generation using multiple similarity measurement for MCQs. We have reviewed
studies that employed automated text summarisation, Normalised Google Distance
and ontology based measure in their approaches. In regard to text summariser, we
have covered some aspects in generating such system like the preprocessing task,
keywords extraction, metrics for sentence selection and ranking words/sentences
strategies. On the basis of NGD research, we will investigate an approach that
uses NGD to measure similarity between distractors and the key for MCQs. More-
over, the studies of ontology-based measure support us with useful explanation
of various types of ontology measures such as graph-based measure, information
content-based measure and Ontology Hierarchy Information and Information Con-
tent semantic similarity measure. In addition, some ontology strategies such as
class-based strategy and property based strategy, were presented to explain the
process of generating distractors and keys in MCQs. We will apply both NGD and
Ontology as multiple similarity measurements to produce distractors automatically
for multiple choice questions.
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CHAPTER 3

Methodology

3.1 Overview: The proposed System Architecture

In this chapter, the methodology we used to generate MCQs distractors, will be
described in detail. The following sections introduce the implementation of the au-
tomated distractors generation system, which combines three different approaches
(subsystems) as it can be seen from Figure 3.1. Firstly, the automated text sum-
mariser generates a set of significant sentences (stems) from the input corpus, and
extracts domain keywords (keys) from these sentences, which allows the desired
system to create two possible types of questions Fill-In (FI) and MCQs. Secondly,
Ontology-based measuring approach provides the study with a list of similar words
to the key, and Normalised Google Distance (NGD) presents another list of closest
words to the key as well. We selected two nearest ontology terms and one NDG
distractor from the finding lists, in order to compose a combined set of distractors.
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Figure 3.1: The proposed System Architecture
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3.1.1 Automated Text Summarisation

Basically, the process of this technique involves three phases as Hovy [9] stated
which are topic identification, interpretation and summary generation. During the
first phase a type of metrics for scoring sentences must be specified. Additionally,
Hovy [9] introduced six types of criteria that can be used in text summarisation:
sentence position in the text, Cue phase indicator, Word frequency-based mea-
sure, Query and title overlap metric, Cohesive (lexical) connectedness metric and
Discourse structure metric. There is no obvious best metric for scoring sentences,
however some metrics perform better when it is used in a particular genre. For
instance, it is recommended to implement positional criteria in newspaper arti-
cles. This is due to the structure of the newspaper which requires to locate the
important information in certain parts such as titles or first paragraphs [9].

The approach that we implemented was obtained from the University of Water-
loo in Canada which adopts an extractive summarisation method. It was assigned
to student as a group project assignment in Computational Linguistics course
(CS784) in Spring, 2013 [8]. We employed the starter code that was provided in a
Zip file on the course’s website. With further developments, implemented another
word frequency method from Learner’s approach1 rather than the provided code.
The model consists of five stages as shown in Figure 3.2, which are text preprocess-
ing stage, generating terms’ values stage that is based on word-frequency metric,
calculation of all sentences’ scores, significant sentences generation stage and lastly
summary generation stage. The resulted significant sentences are used later on to
form question sets (stems) from which the domain keywords are also extracted.

1Learner, Word Frequency Counter, available from: http://javabycode.blogspot.com.au/2010/12/word-
frequency-counter.html
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Figure 3.2: The Structure of A Text Summariser
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Text Summariser Architecture:

An automated text summariser constructs of the following six stages as mentioned
earlier:

1. Text Preprocessing Stage: This stage is essential to load the document into
the system initially, then making some critical processes on that text such
as converting all words inside the file to lower case which enables the sys-
tem to merge terms only variation by case. In addition, removing punc-
tuations and stop words also are included in this stage. Stop words are
function words that don’t have any meaning to the summary like: english
articles (“a”,“an”,“the”), prepositions, conjunctions, adverbs. . . etc. Word
stemming also takes a place at this stage, which removes suffixes of each
word and returns word’s stem. A stemming algorithm that is employed here
is Porter stemmer [8]. Involving a stemmer in the model is not only useful
for keywords extraction process, but also it minimises the size of entire data
which enhances the efficiency and performance of the system [2]. The result
of this stage is a set of variable keywords in the form of sentences, which will
be used in next stages.

2. Generating Terms’ Values stage: We used the extracted keywords from per-
vious stage in order to rank them according to word frequency-based metric.
This measure assigns a number of occurrence for each keywords in the text as
a value in order to calculate the importance for each sentences (stems) and
extract significant nouns (keys) in next stages. Therefore, if a sentence in
the text contains words with high rank of frequency (high weight) , then this
sentence is probably significant. The output of this stage is that each key-
word in the text is obtained a value which represents its frequency (weight)
in the document.

3. Calculation of All Sentences’ Scores Stage: This is the most challenging stage
of automated text summariser. During this calculation process we made use
of the outputs from the terms’ values generation stage. The calculation
method scores each candidate sentence according to the value of each word
that we have specified early. Then this score is multiplied with the compres-
sion ratio for getting a compressed value. In other words, in this stage each
term in a sentence will be checked, then the sentence is scored according to
the weight of its words.

4. Generation of Significant Sentences Stage: This stage only selects the highest
scored sentences from the calculation stage. The outputs of this operation is
a set of the most significant sentences in the entire document. The selection
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strategy among scored sentences is that we only save the sentence which has
threshold value (must be set) above the set value. The consequences of this
stage is sent to the following process.

5. Summary Generation Stage: The final outcome of this subsystem is a list of
significant sentences that express the core meaning of the text. Therefore,
this stage receives filtered sentences from past process, and then print them as
a list to form a summary. Indeed, the list can be utilised to create two types
of questions, first Fill-In question and second Multiple Choice Questions
(MCQs). However,the research only concentrated on one type of questions
that is MCQs. Furthermore, we used the list of sentences in our system as
stems which illustrate question sets as well as we extracted their significant
nouns as keys. The next part describes the strategy of significant nouns
extraction.

6. Domain Keywords Extraction Process: Domain keywords must be specified
to the system initially, these keywords actually are related to the selected
domain ontology. We extracted them from the compressed text to form a
set of keys, and then we will investigate their similar words using ontology
similarity measure and NGD measure to produce distractors. In the case of
one keyword is located in more than one sentence, we compared the signif-
icancy of these sentences using the same strategy of generating significant
sentences, which elects only the sentence that has the highest value.

3.2 Ontology-based measuring approach

This section explains a set of techniques that are employed to model the ontology-
based measuring approach.The ontology approach initially requires to choose an
exiting ontology model from any knowledge-base engines such as OpenCyc or from
exiting Web Ontology Language (OWL) files that are available on Protégé’s web-
site, therefore we select fruits topic as our entire domain. Then, we implemented
the selected ontology using Java tree, after visualising the architecture of the model
by Protégé. Later on, we are going to measure the distance between two certain
nodes (terms) of the tree using recursive path finding algorithm, which leads us to
discover the nearest terms to the key. The next parts present each phase in more
details.
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Figure 3.3: Protégé visualisation of the Fruit Ontology

3.2.1 OpenCyc and Protégé

OpenCyc is a version of Cyc ontology that is a large and comprehensive knowledge-
base, and commonsense reasoning engine [16]. The implementation of this onto-
logical library, provides our study with enormous amount of constant and accurate
conceptual knowledge. Additionally, knowledge base allows our approach to mea-
sure ontology distance among different kinds of domains. Briefly, we selected a
relevant ontology on fruits topic from OpenCyc 2009 version library after visualis-
ing the library via Protégé and then we built a tree that presents the desired fruits
ontology.

Protégé is a visualisation software for Web Ontology Language (OWL) and
Resource Description Framework (RDF). As it can be seen from Figure 3.3, we
imported OpenCyc library file into Protégé and then we visualised the fruits on-
tology that to be simulated by Java tree in the following process. Additionally,
the utilisation of Protégé allows us to discover a wide range of ontologies from
OpenCyc library that can be used for future work.
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Figure 3.4: Ontology-based measure example

3.2.2 Java Tree

Java tree is used here to implement the selected OWL file, measuring distance
between two nodes (terms) and discover distractors for MCQs. In accordance to
the presentation of Protégé, we built a general Java tree that is similar to the
architecture of fruits ontology domain. Then we measured the distance between a
certain node that illustrates the key, and every single node (term) in the tree. In
fact, we made use of Sirker’s approach2 that measures distance between two nodes
in a binary tree, but we developed the approach to fit our ontology structure in
several aspects. The structure of the tree is changed from a binary tree to a general
tree, traversing from bottom to top of the tree is possible, the nodes are named
rather than numbered and the distance between a specified node that presents the
keyword and each node in the tree, is measured.

In Sirker’s approach the recursive path finding algorithm is utilised which counts
the path between desired nodes from the root of the tree. Then the size of the
path between the candidate node is discovered by traversing through the path till
“a mismatch”is caught. The calculation formula for this approach is:

First path length + Second path length - 2*common part length.

In the proposed system, the distance measurement process between the extracted
key and each node (term) in the tree, is executed, which allows us to make a ranked
list of closest terms to the key as a result. The ranking strategy here is relied on
the distance for each term from the key in a descending order. Indeed, there are
only two closest terms are chosen to be distractors of the question.

2Partha Sirker, Find distance between two nodes in a binary tree,
http://www.dsalgo.com/2013/02/find-distance-between-two-nodes-in.html
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3.3 Normalised Google Distance (NGD) Approach

NGD is another similarity distance measure that calculates the similarity of two
words using the Google search engine. This research proposed to take advantage
of the NGD algorithm to detect potential distractors that closely similar to the
key. The calculation formula of NGD is defined by Cilibrasi and Vitanyi [7] and
Wong et.al [17] as below:

NGD(x, y) =
G(x, y)−min{G(x), G(y)}

max{G(x), G(y)}
=
max{log f(x), logf(y)} − log f(x, y)

logN −min{log f(x), log f(y)}
,

(3.1)

We obtained NGD implementation from Cassell’s3, which employed different
types of similarity distance measures. Extracting NGD calculation method was
a challenging task, due to the complexity of the project. Eventually, we have
to understand their study and have to perform major modifications to suit our
system.

There are three main functions that in the NGD calculation. The first function
is the calculation of Google distance that gives the NGD distance between two
words. For calculating the Normalised Google Distance(NGD), it calls the second
function which is Number of results from web. It initialises the connection and
finds f(x),f(y) and f(x, y),by performing the following tasks:

1. First it makes the URL which calls the third function that is making a query
URL. This function produces Google query and passes result to number of
results from web function.

2. Then it calls the other function Getting count from query to find numeric
value of f(x),f(y) and f(x, y).

3. Finally the calculation of Google distance received the result from the Num-
ber of results from web to calculate NGD.

3Keith Cassell, An Eclipse plug-in for helping to perform the Extract Class refactoring,
https://code.google.com/p/ext-c/

21



www.manaraa.com

Figure 3.5: NGD measure example

The objective of utilising NGD in the study is to measure the distance between
the key and each terms in the ontology. According to the result of NGD measuring
process, we had another ranked list of distractors that can be compared with
ontology distance’s list. The ranked list elaborates normed semantic distance for
each term in the range between 0 and 1, where 0 is identical and 1 is unrelated [7].
Lastly, we selected only one NGD distractor from the list, which has the lowest
NGD distance to be used with the two ontology distractors.

This is NGD pseudo code:

1. Initialise string 1 and string 2

2. Return number of web pages that contain string 1

3. Return number of web pages that contain string 2

4. Return number of web pages that contain both string 1 and 2.

5. Select the max of log of Step 2 and log of Step 3.

6. Select the min of log of Step 2 and log of Step.

7. Use Log N as log(1.0e12).

8. Compute the Result Using NGD formula.
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Figure 3.6: NGD distance for apple
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CHAPTER 4

Experiment and Evaluation

4.1 Experiment Overview

The purpose of this chapter is to highlight the findings from the study of Au-
tomatic Distractor Generation in detail and in a sufficient manner, which also
explain the systematic application of the methodology of the study. As described
early, our system obtained sentences and keys from the text summariser. these
sentences formed a set of questions, where the keys represent the correct answers.
For each key, distractive plausible answers are produced from multiple similarity
measurements that applies Ontology-based measure and NGD.

In previous chapter, we specified fruits as a topic and ontology domain for this
research, so initially we loaded a text about fruits and health to the system in
order to run the system and experiment. During this preliminary experiment,
we measured cosine similarity between each key and its distractors, to investigate
whether the approach generated effective distractors or not, and which similar-
ity measure produced the highest similarity distractor that known as reasonable
answer. The following sections describe the systematic experiments and results,
followed by experiment analysis and evaluation.

4.2 Experiment method and results

The applied experiment method in this study, is mainly based on a quantitive
test. Firstly, we conducted six sample of questions and their keys from text sum-
mariser’s outputs. The proposed system produced three distractors for each can-
didate key, with total of 18 distractors for the selected questions, where ontology
distance measure produced two distractors and NGD produced one distractor. We
implemented a cosine similarity measure to examine whether the system provides
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high quality distractors or not. Furthermore, cosine similarity identifies which
similarity measure generated the largest percentage of reasonable answers.

Briefly, cosine similarity measures the similarity between two terms using dot
product (a · b). It is based on the concept of words frequency metric, where each
vector represents frequency of a certain word in a set of documents. The findings
of cosine similarity are ranged from 0 to 1, where 0 is dissimilar and 1 is exactly
identical, also NaN result means one of the entire words does not exist in the
candidate text files. The formula of cosine similarity is defined by Shirude and
Kolhe [15]as:

Cosine Similarity (A ·B) = cos(θ) =
A ·B
‖A‖ · ‖B‖

(4.1)

We applied Kurdagi’s1 cosine similarity implementation in Java with some de-
velopments. At this stage, initially we selected 8 input text files about fruits to
be used in cosine similarity, and then we run the experiment of measuring co-
sine similarity between each candidate key and its distractors. The results of this
experiment are shown in Table 4.1.

In addition to the experimental evidence that is represented in Figure 4.1, we can
see that 66.66% of the reasonable answers were generated by NGD measure, where
Ontology similarity measure produced 33.33% of the distractors. This means NGD
is higher than ontology distance by around 33.33%, even though we only placed
one NGD distractor.

1Sandeep Kurdagi, Cosine similarity implementation in Java, available from
http://bytes4u.blogspot.com.au/2013/03/cosine-similarity-implementation-in-java.html
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Table 4.1: Cosine Similarity experiment

26



www.manaraa.com

Figure 4.1: Difference between NGD and Ontology distractors in terms of gener-
ating reasonable answer

4.3 Experiment Analysis and Evaluation

The involvement of cosine similarity measure clearly led to the fact that the pro-
posed approach produced very effective and high quality distractors. For example,
from Table 4.1, we can see that for each investigated question there is at least one
or two distractors are very close to 1, which means they are very close to be identi-
cal to their keys. In other words, there is a good percentage of reasonable answers
generated by the desired study, around 44% of all answers. In the area of MCQs,
reasonable answer means an answer that can assess examinees’ understanding of
the desired information without unduly being too easily detectable [12].

Another important consideration on this study is that, in accordance to the
finding results, we realised that the number of NGD distractors should be increased
once. Therefore, it possible that the more NGD distractors in the question, the
more effective or reasonable distractors likely are. However, connecting to Google
search engine has some restrictions, causing some difficulties to obtain results.
Google allows very limited number of queries for every IP address per day, and
around six queries per 15 minutes. We resolved this problem by making our own
NGD database on the system after collecting required data from the Google search
engine. Moreover, the results from NGD is changeable from time to time, due to
the reliance on Google web page counts. There is an alternative solution that uses
Yahoo search engine, but it is costly and not free any more.

In regard to the small percentage of ontology distractors, we considered this lack
may due to the accuracy of fruits ontology. In fact, there is a need to enhance the
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number of ontology library to provide very strong knowledge base. Additionally,
we noticed that the implementation of Java tree does not give efficient results for all
cases, thus we suggest implementing Java graph for further development on this
research. Although cosine similarity reflected reasonable evaluation results, the
involvement of expert opinions should be considered. Conducting a survey among
language experts and scientists, provides more accurate analysis and evaluation
results.
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CHAPTER 5

Conclusion

5.1 Overview

This chapter reviews briefly prime aspects of the research of automated dis-
tractors generation for MCQs using multiple similarity measurements. The main
proposed objective of the study is to produce meaningful and effective distractors,
which have the ability to assess learners knowledge for a certain concept efficiently
and clearly.

In order to reach this aim, we decided to select two effective similarity mea-
sures that are ontology based measures and Normalised Google Distance (NGD)
measures. Each one has a strong capability to measure the similarity between
two candidate words in different ways. For instance, NGD measures the similarity
distance by utilising web search engine, whereas the implemented ontology in this
study used general tree in Java. The next sections gives a short review of main
points of our novel approach and some suggestions for future work.

5.2 Summary and contribution

The proposed project consists of three combined approaches to generate distrac-
tors automatically. The first approach is the automated text summariser, which
produced two documents, a summary of the entire text file and a set of significant
sentences from the summary after specifying topic’s keywords. These outputs can
be used to form two types of question that are multiple choice questions and fill-
in-the-blank questions. This study used these outputs to generate the first type
of question, and then attempted to make distractors for domain keywords using
ontology and NGD measures. Basically, text summariser has six steps to produce
a compressed text. The text preprocessing step takes place initially, performing
three process that are converting words to lower case state, word stemming that
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removes words’ suffixes, and stop words removal. After this, the generation of
terms value start assigning values for each term, based on word frequency metric.
Then sentence value calculation computes the value for each sentence, followed by
the stage of extracting the significant sentences that have the highest values to be
listed on summary generation stage. Finally, our system extracted the sentence
that contains the desired domain keywords from the summarised text to constitute
the question sets.

In the ontology-based measure, we built a Java tree that represents the fruits
ontology. We made use of OpenCyc library and Protégé in order to display the
desired ontology. Each node of the tree indicates one name of fruits, thus we can
measure distance between nodes (fruits’ terms) on the tree. The project employed
Siker’s approach which implements the concept of lowest common ancestor. The
approach finds distance between the key that the summariser specified early, and
every node. We ranked the resulted terms in descending order, so the system select
two nodes that have the closest distance. These two terms formed two distractors
to the key.

NGD is another similarity measure implemented by our approach. At this stage,
Google search engine was chosen to be used for searching about two candidate
words on the web. Furthermore, NGD returns results of similarity between these
word on the range between 0 (identical) and 1 (dissimilar). Every single term on
the domain ontology is measured with the key, then we ranked them to select only
one word that has the closet distance to be the third distractor of the question.

In terms of evaluating the study, the cosine similarity was executed to examine
the effectiveness of the generated distractors and determine the best performance
of the two similarity measures. During experiment phase, six questions were taken
to run cosine similarity assessment. Each resulted distractor was remeasured, with
aim of discovering the reasonable answer.

The findings from the experiment results revealed two essential points: firstly,
our approach generated at least one reasonable answer, which means the produced
distractors are plausible answers. Secondly, NGD had better performance than
ontology-based measure, due to the lack of designing fruits ontology.
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5.3 Potential Future Work

Due to the study combined three different systems, it has a lot of rooms for fu-
ture work. In text summariser there is a need to enhance its results by combining
another sentence scoring metric to word frequency metric such as sentence loca-
tion metric. Additionally, Part of Speech (POS) tagging may be used to identify
significant nouns of the summary rather than extracting domain keywords.

Another possible future development is to employ Java graph rather than tree,
which provides more flexibility and accuracy to the study. Also the structure of
fruit ontology does not seem to be comprehensive enough, thus further enhance-
ment on Opencyc library should be preformed.

The reliance on Google search engine for NGD measure, unexpectedly affects
the efficiency of the project. Therefore, another search engine API can be used
such as Yahoo or Bing. The results of NGD measure are unreliable as a result of
using web page counts that are indeed changeable.
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this paper, we designed an approach that generates distractors through the inte-
gration of two similarity measures, NGD measures and Ontology-based measures.
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3.2.1 OpenCyc and Protégé . . . . . . . . . . . . . . . . . . . . . 19

3.2.2 Java Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Normalised Google Distance (NGD) Approach . . . . . . . . . . . . 21

4 Experiment and Evaluation 24

4.1 Experiment Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 24

iv

Automatic Distractor Generation Using Multiple Similarity Measurementsالعنوان:
for Multiple Choice Questions

Saeed, Wael Saeedالمؤلف الرئيسي:

Liu, Wei(Super.)مؤلفين آخرين:

2013التاريخ الميلادي:

سيدنيموقع:

36 - 1الصفحات:

:MD 615570رقم

رسائل جامعيةنوع المحتوى:

Englishاللغة:

رسالة ماجستيرالدرجة العلمية:

Western Australia Universityالجامعة:

School of Computer Science and Software Engineeringالكلية:

أسترالياالدولة:

Dissertationsقواعد المعلومات:

الجاسبات الإلكتورنية ، هندسة البرمجيات، أسئلة الاختباراتمواضيع:

https://search.mandumah.com/Record/615570رابط:

© 2019 دار المنظومة. جميع الحقوق محفوظة.
للاستخدام المادة هذه طباعة أو تحميل يمكنك محفوظة. النشر حقوق جميع أن علما النشر، حقوق أصحاب مع الموقع الإتفاق على بناء متاحة المادة هذه
دار أو النشر حقوق أصحاب من خطي تصريح دون الالكتروني) البريد أو الانترنت مواقع (مثل وسيلة أي عبر النشر أو التحويل أو النسخ ويمنع فقط، الشخصي

المنظومة.

https://search.mandumah.com/Record/615570


www.manaraa.com

Contents

Abstract ii

Acknowledgements iii

1 Introduction 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Project Objectives and Methodology . . . . . . . . . . . . . . . . . 3

1.3 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Literature Review 4

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Automated Text Summarisation . . . . . . . . . . . . . . . . . . . . 5

2.3 Automatic multiple-choice questions Generation . . . . . . . . . . . 6

2.4 Characteristics of High Quality Distractors . . . . . . . . . . . . . . 7

2.5 Normalised Google Distance . . . . . . . . . . . . . . . . . . . . . . 7

2.6 Ontology Based Measures . . . . . . . . . . . . . . . . . . . . . . . 9

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Methodology 13

3.1 Overview: The proposed System Architecture . . . . . . . . . . . . 13

3.1.1 Automated Text Summarisation . . . . . . . . . . . . . . . . 15

3.2 Ontology-based measuring approach . . . . . . . . . . . . . . . . . . 18
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Abstract

Self-learning becomes a vey essential type of learning in recent years, requiring
further developments on current electronic learning technologies. In fact,there is a
need to enhance present self-assessment tools as a key constituent of self-learning.
Multiple choice question is one of the most common and popular assessment in
the discipline of learning, however creating such an assessment manually is costly
and time consuming. The developments in the field of texting mining and natural
language process, increase the possibility of generating multiple choice questions
(MCQs) automatically. A number of studies have conducted on the systematic
generation of MCQs on based on different criteria. Similarity measures is the
most recommended one, in particular ontology-based measures and Normalised
Google Distance (NGD) measures. In spite of each measure has its own potential
strengths and weaknesses, the combination of the two is a possible way to achieve
more effective and efficient MCQs generation system. The creation of meaning-
ful distractors for MCQs is a measure to evaluate the strength of the system. In
this paper, we designed an approach that generates distractors through the inte-
gration of two similarity measures, NGD measures and Ontology-based measures.
They generated different set of distractors after obtaining questions from an auto-
mated text summariser. We employed the Google search engine to generate NGD
distractors, whereas Java tree produced ontology distractors. In regard to text
summariser, it was built based on words frequency metric, which generated a list
of significant sentences that can be used for MCQs or fill-in-the blank questions.
Our preliminary evaluation applied cosine similarity measure to investigate the
effectiveness of our approach. The findings of the evaluation demonstrates that
the proposed system generates effective and reasonable distractors.

Keywords: Text Mining, Automated Multiple Choice Questions, Automated
Text Summariser, Ontology-Based Measures, Normalised Google Distance, Co-
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CHAPTER 1

Introduction

1.1 Overview

Automated systems for generating multiple choice questions (MCQ) is a very
useful technique of consideration in the creation of assessment materials and tools,
not only for e-learning systems in educational departments but also for lifelong
learning. This is because they provide a self-assessment and analytical evaluation
tools to the users, together with immediate feedback which gives the users the
opportunity to find out whether the answers submitted are correct or not in order
to measure their learning progresses.

The high demand that has been experienced in the implementation of self-
assessment tools, has thus created the necessity for the development of automated
multiple choice question generators. Educators propose to use it as a system to
ease the generation of multiple choice questions, gauge the learning progress of
students and provide a mean of reasonable assessment. An automated system for
the generation of questions can greatly reduce time, cost and effort that would
otherwise be required in manual question setting.

A multiple choice question consists of a sentence stem representing the question
which the student is supposed to answer, together with three to four answers, only
one of which is the correct one and the rest serving as distractors. Though rea-
sonable evaluation results have been received from the multiple choice questions,
their successful effectiveness is inherently connected to the quality, strength and
effectiveness of the distracters that are associated with the questions. Effective
or reasonable distractors in multiple choice questions have the capability of as-
sessing if the students have a clear understanding of the concept, without unduly
presenting too much pressure or being too easily detectable [12].

1
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Papasalouros et.al (2008) [14] generated multiple choice questions automatically
by utilising three entities; a knowledge base containing facts pertaining to a specific
domain, semantic relationships connecting entities in the knowledge base, and a
natural language generation component. Until recently, multiple-choice questions
were churned out by applying term extraction, semantic distance calculation and
sentence restructuring method on ontologies like WordNet.

According to Papasalouros et.al (2008) [14], generating questions using natural
language generation methods on a knowledge base developed using Ontology Web
Language (OWL) would be a more effective way to generate multiple choice ques-
tions. Utilising OWL can prove to be more efficient, as it is domain-independent
and helps access multiple domain ontologies. As the entities are arranged based
on class hierarchies, it becomes easier to generate distractors. Moreover, entities
are categorised based on their properties, which helps to automatically determine
relationships between entities as well as determine data type of an entity. Thus,
the process of acquiring correct answers and phrasing distracting options is sim-
plified. However, a problem arises when the same word can mean different things,
under different contexts. Such words are often referred to as ambiguous words.

In accordance to Bollegala et.al (2007) [6], semantic similarity can be measured,
by using Internet search engines to determine the most plausible and relevant con-
text for a word, using “page count”as a statistical measure. This measure basically
analyses and ranks the different contexts in which a word has been searched. To
determine the semantic similarity between two words, the individual page count of
the two words as well as the page counts of the two words combined can be used.
Thus, the word relevant to the context can be determined and used while framing
distractors in multiple-choice questions.

Another approach to formulating multiple-choice question is to gather sentences
from questions mentioned in a specified set of learning materials, employing a sta-
tistical technique to generate a blank part for the question, and create distractors
using grammatical and statistical patterns [1]. While this approach may be useful
in generating multiple-choice questions for a specified text, it is not as flexible or
powerful as the method recommended by Papasalouros et.al (2008) [14].

2
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1.2 Project Objectives and Methodology

In this regards, the study seeks to carry out an analysis of the effectiveness of
automated multiple choice question generation and the quality of the distractors
that are associated with the questions. It is thus geared towards the generation
of effective and high quality distractors through the use of multiple similarity
measurements for automatic multiple choice question generation.

This research concentrates on the generation of effective distracters that allow
for accurate progress assessment through the implementation of two main sim-
ilarity measures which are Ontology Distance measures and Normalised Google
Distance(NGD) measures. First we make use of automated text summarisation
system that analyses the entire text corpus to generate a set of significant sentences
and a set of significant keywords. According to the results of the summariser we
will be able to generate closest distractors to the desired key by the combination
measure of NGD and ontology distance. In other words, our system emploies
approaches such as text summariser, NGD and ontology distance to find similar
distinct word associated with a query keyword, with the hope to give a set of high
quality and effective distractors as a result.

1.3 Dissertation Outline

The remainder of this research dissertation is structured in the following way:
Chapter 2 reviews the literature concerning the usefulness of using MCQs and
some fundamental background information. Chapter 3 seeks to address the design
and methodology of the proposed system, and chapter 4 explains the results of
distractors generation system evaluation. The last Chapter 5 concludes the paper
with reviewing system’s findings and indicating suggestions for future work.
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CHAPTER 2

Literature Review

2.1 Overview

Alsubait et al [4] categorised the learning assessment items into two formats:

• First subjective assessment such as short/long answer questions, essays and
research paper, which require a lot input from the users and markers.

• The second format is an objective assessment using multiple-choice questions
(MCQ) as well as questions that require selective answers.

They argued that objective tests are much harder to generate, often not well-
structured, requires a considerable amount of time in their preparation and analysis
of relevance as compared to subjective essays. However, they require minimal
supervision from the examiners, are more reliable because of marks do not rely on
examiners opinions and reflects obvious differentiations among examinees, and can
be used in evaluating a wide range of knowledge from a vast amount of information
resources. In MCQ assessment, the marking process is much easier than other
types of learning assessments and very scalable to large classes. In addition, marks
for the questions are easily calculated, with the objectivity of the activity being
guaranteed by the fact that the feedback is expected by the users, which can easily
be converted into statistical figures for further representation and analysis of the
assessment results.

Recent developments in e-learning systems lead to offer abundance of electronic
textual resources (e.g ebook, web documents, lecture notes, journals, e-class).
While having these e-textual resources presents a myriad of advantages to learners
and instructors , there is a need to use an electronic or automatic assessment as a
key constituent of E-learning. In other words, the measurement towards students
capabilities is significantly required by using e-assessment techniques. However,
the reliability of e-assessment systems in such environment is critically essential.
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They must be well constructed to identify whether or not examinees have achieved
desired objectives successfully.

Multiple-choice questions thus become one of the most popular measures for
assessing students in a given learning environment. However, creating multiple-
choice question is a time consuming, difficult task and requires expertise. Given
the current advances in the field of natural language processing and text mining,
powered by the advance of electronic textual resources, it is quite feasible to create
such a system capable of automatically generating MCQs, in a bid to reduce time
and effort in manually creating such questions.

2.2 Automated Text Summarisation

Automated Text Summarisation is a new technique to automatically summarise
original text by extracting the most significant sentences or keyphrases that con-
vey the fundamental meaning of the input document. In comparison with manual
summarisation methods, it reduces time and effort on making such document. Ac-
cording to Al-Hashemi [2] there are two main types of text summarisers namely ex-
tractive and abstractive summariser. The extractive one is commonly used rather
than the abstractive method due to the lack of attempt in producing a summary as
much similar as a “human”summary. Furthermore, this popular type of text sum-
mariser is mainly based on the concept of information extraction, which extracts
the main terms or sentences in a desired text in order to formulate a compressed
text [2].

Al-Hashemi [2] followed four phases in his proposed study to design the system
that summarises a candidate text using a keywords extraction strategy. The au-
thor started with a text preprocessing phase that consists of subprocesses which
are firstly restructuring an unstructured text file, stop words removal process, word
tagging and stemming. The outputs of the first phase is a set of important key-
words that is used in the second phase which is a significant keywords/phrases ex-
traction process. There are several ranking strategies implemented by Al-Hashemi
to measure the importance of each word, the frequency of a candidate word in
the document, Inverse Document Frequency (IDF) and word location in the text.
In his article, he stated that words that have high weight usually exist in the
title/headings of the document, have a capital letter and a different font type.
However, the third phase describes sentence selection strategy that ranks each
sentence in accordance to a set of metrics such as sentence location in both para-
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graph and text, the length of the candidate sentence and presence of the significant
extracted keywords/phrases in the sentence. In the final phrase, the implemen-
tation of TFIDF measure is involved to minimising or “filtering”the number of
significant sentence and to give more quality to the resulted summary. In terms of
system evaluation, the author concluded that the finding of performing Precision
and Recall measurements on the system, illustrates 70% overall precision which
means the system generated a high quality summary [2].

2.3 Automatic multiple-choice questions Generation

A multiple-choice question consists of items that present short sentences, stating
particularly a single question or proposition, and a set of choices (e.g four short
answers). A student needs to select the one(s) from these answers. In this research,
we focus on MCQs that have a single correct answer. This is the simplest case for
automaton the process of MCQ creation. Only one of the answers is the correct
answer which is called the key. The rest of the answers are wrong and referred to
as distractors. Alsubait et al [4] explained the main structure of multiple-choice
questions in more detail. A multiple-choice question has two components: a short
sentence (stem), demonstrating a certain problem or question that is extracted
from a certain text. A number of options from which the user chooses the correct
answer. This option set can be represented as A = {ai | 2 ≤ i ≤ max}. This
implies that we need at least two answers, one being the distractor. The upper
bound is not specified, which measure that we can have as many distractors as the
system sees suits. This can further be subdivided as a set of correct options and
a set of incorrect answers. The set of correct options can be known as keys (K)
depending on the type and number of solutions of the question being asked, which
can be represented mathematically as, K = {Km | 1 ≤ m ≤ i}. However, the set of
incorrect answers that act as distractors (it will be explained in more details in next
section) to the student, thus working towards the determination of their academic
acuity and knowledge. This can be represented as D = {Dn | n : = i−m} [4].

Furthermore, in their article [4], the explanation of two primary types of simi-
larity are sufficiently represented, which are semantic and relational similarities.
The relational similarity highlights similarities between concepts in terms of their
relations. The main advantage of the relational similarity is that it generates
multiple-choice questions that tests the higher level of “cognitive abilities”of stu-
dents.The semantic similarity has the ability to produce a plausible distractor
for a set of question, which is critically important for generation multiple-choice
questions [4].
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2.4 Characteristics of High Quality Distractors

As has been mentioned early in this paper, the multiple choice questions com-
prise statements of the question, otherwise referred to as the stem of the question,
followed by a series of multiple-choice solutions to the question with only one of
the answers being the correct solution to the question. The correct solution is
referred to as the key of the series with the incorrect solutions being referred to
as the distractors. Karamanis et al [11] defined an appropriate distractor as “a
concept semantically close to the anchor [key] which, however, cannot serve as the
right answer itself”.

An important consideration in the automatic generation of distractors for mul-
tiple choice questions is the number of distractors used. The more distractors
used, the less the chance of getting the correct answer through guesses. The larger
number of distractors, the greater possibility of ambiguity and implausibility of
the solutions, presented to the students [13]. An effective distractor plays a major
role in generating a high quality automatic multiple-choice questions,however it
is also “a major challenge in preparing MCQs” [4]. A distractor must be closely
similar to the true answer (the key), to highlight students who have not achieved
the required level of experience, abilities and knowledge in the learning subject
being examined. Goto et.al (2010) [1] stated that effective distractors should have
similar part of speech to generate a reasonable question.These features are signifi-
cant in the process of creating correct educational assessments. Mostow et al [13]
introduced three classes of distractors which are: Ungrammatical, Nonsensical and
Plausible distractors. The main effective type is the plausible distractor, because
of the main features that it has such as the close similarity to the key in terms of
part of speech (POS) and it forms a plausible sentence. This literature reports on
number of recent studies exploring the generation of distractors for multiple choice
questions, particularly those applied Normalised Google Distance (NGD) [7, 17]
which is explained in section 4, and ontology concept [5, 3, 14, 10] that is presented
in section 5.

2.5 Normalised Google Distance

A considerable amount of literature has been published on measuring semantic
similarity between words and phrases based on web search engines such as Google,
Bing and Yahoo. In this study, we will examine whether Google distance can be
used to measure similarities between a potential distractor and the key for MCQs.
Normalised Google Distance (NGD) is used Google search engine to calculate the
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similarities between objects based on their names [17]. In accordance to Wong
et.al(2007) [17], NGD can be calculated as following:

NGD(x, y) =
G(x, y)−min{G(x), G(y)}

max{G(x), G(y)}
(2.1)

where

G(x) = log
1

g(x)
and G(x, y) = log

1

g(x, y)
(2.2)

The g(x) and g(x, y) are the probability of existence of terms x and y. They can
be calculated as

g(x) =
|x|
N
, g(x, y) =

|x ∩ y|
N

, (2.3)

where y is the number of Google pages that contain term y and x is the number
of Google pages with in term x. |x ∩ y| is the number of Google pages contains
both terms x and y, also N is defined as N = |x|+ |x ∩ y|.

The authoring environment that is introduced by the system of Cilibrasi and
Vitanyi [7] demonstrated the utilisation of Google search engine to facilitate its ap-
proach. Cilibrasi and Vitanyi (2007) [7] stated the construct of Google semantics
of words as a number of web pages returned by the desired query. Additionally,
in their research, they represented the theory behind (NGD) that it is a result of
Google-based estimation of the Normalised Information Distance (NID). Where
the utilisation of Google code-word length allowed them to estimate the NID with
Normalised Compression Distance (NCD) and using Google distribution as a com-
pressor for Google semantics [7].

Similarly, Wong et.al [17] applied Google distance as a gauge for similitude and
term length, together with new Tree-Traversing Aunt (TTA) algorithm. In their
paper they pointed that for term clustering TTA operates on a two-stage approach;
first stage the nodes are divided into sub-nodes by TTAs, and then terms are repo-
sitioned in order to attaine ideal clusters using NGD. The findings of this approach
are promising. Wong, et al. (2007) highlighted that NGD significantly relies on
Google search engine to maintain the capability of measuring the similarity and
distance between words at the level of compression. Wilson, et al. (2007) asserted
that the innovative application of featureless similarity on the basis of NGD and
Wikipedia , exhibited brilliant results, additionally they pointed a set of advan-
tages of this approach such as the ability to detect outliers, generate consistent
outputs and identify concealed structures of clusters [17]. On the basis of the
studies above which applied NGD in their approaches, we can obtain an approach
that uses NGD to measure similarity distance between the key and distractors.

8



www.manaraa.com

2.6 Ontology Based Measures

In recent years, there has been an increasing amount of literature on the gener-
ation of distractors for automated multiple-choice questions. A number of studies
have conducted a series of generation MCQs using ontology. According to Al-
Yahya [3] ontologies are defined as “Knowledge representation structures which
provide a conceptual model of the domain”. The system developed by Papasa-
louros et al. [14] aims at developing a novel approach for creating multiple optional
questions automatically, based on explicit ontologies domain and some linguistic
resources. They [14] propose this formulated approach to automate the entire
process of assessment, to provide dependable evaluation process.

The tool developed receives an input ontology and produces as output multiple
choice questionnaires. The study [14] outlines ways through which some domain
ontologies can be used as inputs for questionnaire creation in the education setting.
This included domain manual summarisation by both ontology engineers and ped-
agogic experts, domain manual summarisation in concept map order, and ontology
generation automation. Moreover, for education purposes the paper recommends
the reuse of the domain ontologies created by a field expert.

Furthermore, the article [14] indicates definite ontology related routine that
developing such a system needs to follow. In addition, They use alphabets as the
routines for instance; A, B, C, D are used as concepts names, R, S are used as
roles names and a, b, c are used as individuals names. Consequently, by use of
routines, some strategies were formulated to choose the right answers, and select
the distractors. In this regard, the proposed strategies are only concentrated on
the semantic aspects in the generation of ontology-based questions process. These
strategies include:

• Class-based strategies, which the creation of distractors is dependant on their
individuals and classes.

• Property-based strategies; which generate a set of distractors according to
their roles.

• Terminology-based strategies contain strategies based on relationships with-
out directly involving individual ontology [14].

To evaluate this approach, Papasalouros et al. [14], utilised five different domain
ontologies such as Eupalineio tunnel ontology to examine the system. Afterwards,
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the set of resulted questions was evaluated by a three-dimension perspective, in
terms of pedagogical quantity, syntactical correctness, and number of questions
generated. Domain experts found all questions generated from this approach
passable for assessment. However, the proposed approach is good at defining of
questions semantics, but it offers little in creating syntactically correct questions
thus leaving room for future work. Moreover, they suggested that the utilisation
of online search engine such as Google, will assist in overcoming the weakness of
domain ontologies in future.

Similarly, the work described by Al-Yahya [3] applies ontologies to generate a
set of learning assessments. They have explored a system that generate MCQs
using an OntoQue engine, from a domain ontology. The OntoQue generates as-
sessment items by iterating through entities in the ontology and implementing the
Jena API. The researcher classified the strategy of the study into three categories;
class-membership strategy, individual strategy and property strategy. In fact, the
author has used the same strategies that Papasalouros et al. [14] have applied.
However, she implemented individual based strategy instead of terminology-based
strategies, with aim to create Fill-In (FI) items. During the strategy of class-
membership, the process of generating distractors applied a random model from
classes. The researcher pointed that the approach showed a perfect performance in
generating such an assessment, however, it needs improvements in terms of word-
ing using WorldNet and the analysis process should rely on real use cases [3].

Another study of ontology based MCQ is carried out by Bin et al (2009) [5], that
conducted ontology-based measure of semantic similarity between concepts. From
what has been published in the paper, it is obvious that the implementation of
semantic similarity is an essential consideration in knowledge sharing, web mining
and MCQs generating.

The problem being solved in the research, however, is centred on the fact that,
most studies tend to focus on the measurements of semantic similarity between
words rather than concepts, whereas, semantic distance between concepts is the
fundamental in this matter. Therefore, Bin et al (2009) [5] discussed two tradi-
tional measures of semantics in their work. These are graph based measure and
information content based measure. Graph based measure investigates mainly
the length and depth between concepts. On the other hand, information content
based measure is based on the perception that the illustration of semantic distance
between concepts, must be delivered accurately by information content.
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The study carried out by Bin et al. (2009) [5] tries to understand the semantic
similarities that exist between traditional measures.To overcome problems associ-
ated with both measures, they have developed an idea that combines graph based
measure and information content based measure as a new measure that known
as Ontology Hierarchy Information and Information Content semantic similarity
measure (OHIIC) [5].

With the combination of the two measures, values produced between their con-
cepts indicates the relationship that exists between them. Although the new idea is
only based on theoretical analysis, it helped to achieve results that both measures
could not achieve when used separately. However, to achieve their final results,
Bin et al (2009) were required to construct a Concept Tree (CT) from WordNet.
The approach was examined against 28 word pairs. To evaluate the success of the
new measure, the results produced using OHIIC were compared to those of other
measures. The results obtained in the study shows that, in semantic similarity
measures, Ontology Hierarchy Information is a significant consideration [5].

Based on ontology distance measure, Jing et.al (2006) [10] explore a new clus-
tering technique that enhances the performance of text clustering. Indeed, this
approach can be implemented in distractors generation for MCQs.Therefore, the
main reason for producing the study is to develop a new clustering scheme based
on the measure of ontology distance. However, as the authors assert it was essen-
tial to calculate the term mutual information matrix. This was done with the aid
of some methods and technique such as WordNet and other ontology methods.

They have tried to resolve most difficult problems caused by text clustering in
text documents. As far as they are concerned, text clustering is a challenging
problem when it comes to critical information volumes, complex semantics and
high dimensionality. To resolve the problems associated with complex semantics,
they have proposed the utilisation of the existing learning ontology techniques,
with aid of WordNet in order to calculate the term mutual information (TMI) [10].

Furthermore, they designed a new data model that combines mutual information
matrix (MIM) and traditional vector space model (VSM), to evaluate their system.
The new model designed considers relationship that exists between terms. With
new ontology-based distance measure, the research [10] employed two k-means
type clustering algorithms, the standard k-means and the FW-KMeans. The main
reason why the authors had to employ these algorithms is due to the fact that
k-means algorithms are “efficient” as well as “scalable”. The obtained findings
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from the study demonstrated that, the two clustering algorithms have performed
better progress when using ontology distance [10].

2.7 Conclusion

This literature paper presents a number of related research to automatic distrac-
tor generation using multiple similarity measurement for MCQs. We have reviewed
studies that employed automated text summarisation, Normalised Google Distance
and ontology based measure in their approaches. In regard to text summariser, we
have covered some aspects in generating such system like the preprocessing task,
keywords extraction, metrics for sentence selection and ranking words/sentences
strategies. On the basis of NGD research, we will investigate an approach that
uses NGD to measure similarity between distractors and the key for MCQs. More-
over, the studies of ontology-based measure support us with useful explanation
of various types of ontology measures such as graph-based measure, information
content-based measure and Ontology Hierarchy Information and Information Con-
tent semantic similarity measure. In addition, some ontology strategies such as
class-based strategy and property based strategy, were presented to explain the
process of generating distractors and keys in MCQs. We will apply both NGD and
Ontology as multiple similarity measurements to produce distractors automatically
for multiple choice questions.
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CHAPTER 3

Methodology

3.1 Overview: The proposed System Architecture

In this chapter, the methodology we used to generate MCQs distractors, will be
described in detail. The following sections introduce the implementation of the au-
tomated distractors generation system, which combines three different approaches
(subsystems) as it can be seen from Figure 3.1. Firstly, the automated text sum-
mariser generates a set of significant sentences (stems) from the input corpus, and
extracts domain keywords (keys) from these sentences, which allows the desired
system to create two possible types of questions Fill-In (FI) and MCQs. Secondly,
Ontology-based measuring approach provides the study with a list of similar words
to the key, and Normalised Google Distance (NGD) presents another list of closest
words to the key as well. We selected two nearest ontology terms and one NDG
distractor from the finding lists, in order to compose a combined set of distractors.
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Figure 3.1: The proposed System Architecture
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3.1.1 Automated Text Summarisation

Basically, the process of this technique involves three phases as Hovy [9] stated
which are topic identification, interpretation and summary generation. During the
first phase a type of metrics for scoring sentences must be specified. Additionally,
Hovy [9] introduced six types of criteria that can be used in text summarisation:
sentence position in the text, Cue phase indicator, Word frequency-based mea-
sure, Query and title overlap metric, Cohesive (lexical) connectedness metric and
Discourse structure metric. There is no obvious best metric for scoring sentences,
however some metrics perform better when it is used in a particular genre. For
instance, it is recommended to implement positional criteria in newspaper arti-
cles. This is due to the structure of the newspaper which requires to locate the
important information in certain parts such as titles or first paragraphs [9].

The approach that we implemented was obtained from the University of Water-
loo in Canada which adopts an extractive summarisation method. It was assigned
to student as a group project assignment in Computational Linguistics course
(CS784) in Spring, 2013 [8]. We employed the starter code that was provided in a
Zip file on the course’s website. With further developments, implemented another
word frequency method from Learner’s approach1 rather than the provided code.
The model consists of five stages as shown in Figure 3.2, which are text preprocess-
ing stage, generating terms’ values stage that is based on word-frequency metric,
calculation of all sentences’ scores, significant sentences generation stage and lastly
summary generation stage. The resulted significant sentences are used later on to
form question sets (stems) from which the domain keywords are also extracted.

1Learner, Word Frequency Counter, available from: http://javabycode.blogspot.com.au/2010/12/word-
frequency-counter.html
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Figure 3.2: The Structure of A Text Summariser
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Text Summariser Architecture:

An automated text summariser constructs of the following six stages as mentioned
earlier:

1. Text Preprocessing Stage: This stage is essential to load the document into
the system initially, then making some critical processes on that text such
as converting all words inside the file to lower case which enables the sys-
tem to merge terms only variation by case. In addition, removing punc-
tuations and stop words also are included in this stage. Stop words are
function words that don’t have any meaning to the summary like: english
articles (“a”,“an”,“the”), prepositions, conjunctions, adverbs. . . etc. Word
stemming also takes a place at this stage, which removes suffixes of each
word and returns word’s stem. A stemming algorithm that is employed here
is Porter stemmer [8]. Involving a stemmer in the model is not only useful
for keywords extraction process, but also it minimises the size of entire data
which enhances the efficiency and performance of the system [2]. The result
of this stage is a set of variable keywords in the form of sentences, which will
be used in next stages.

2. Generating Terms’ Values stage: We used the extracted keywords from per-
vious stage in order to rank them according to word frequency-based metric.
This measure assigns a number of occurrence for each keywords in the text as
a value in order to calculate the importance for each sentences (stems) and
extract significant nouns (keys) in next stages. Therefore, if a sentence in
the text contains words with high rank of frequency (high weight) , then this
sentence is probably significant. The output of this stage is that each key-
word in the text is obtained a value which represents its frequency (weight)
in the document.

3. Calculation of All Sentences’ Scores Stage: This is the most challenging stage
of automated text summariser. During this calculation process we made use
of the outputs from the terms’ values generation stage. The calculation
method scores each candidate sentence according to the value of each word
that we have specified early. Then this score is multiplied with the compres-
sion ratio for getting a compressed value. In other words, in this stage each
term in a sentence will be checked, then the sentence is scored according to
the weight of its words.

4. Generation of Significant Sentences Stage: This stage only selects the highest
scored sentences from the calculation stage. The outputs of this operation is
a set of the most significant sentences in the entire document. The selection
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APPENDIX A

Original Master Dissertation Proposal

A.1 Motivation:

Automated multiple choice questions generation becomes a very useful technique
to create electronic educational assessments in E-learning systems. It provides
a unique self-assessment methodology and immediate individual feedback to the
examinees. This sort of self-assessment tool is in high demand by end-users, as
well as educators who would use it as a teaching tool for feedback and tests in
terms of providing evaluation results.

A multiple-choice question (MCQ) consists of a sentence (stem), which illus-
trates a question and a set of choices or answers. There is only one of the choices
is the correct answer and the rest are wrong ones (distractors). However, the qual-
ity of the MCQ depends on the quality of distractors, thus in this research we will
concentrate on generating distractors by using multiple similarity measurements
for automatic multiple choice question.

A.2 Background and Related Research:

Papasalouros et.al (2008) [14] generated multiple choice questions automatically
by utilising three entities; a knowledge base containing facts pertaining to a specific
domain, semantic relationships connecting entities in the knowledge base, and
natural language generation techniques. Until recently, multiple-choice questions
were churned out by applying term extraction, semantic distance calculation and
sentence restructuring method on ontologies like WordNet.

According to Papasalouros et.al (2008) [14], generating questions using natural
language generation methods on a knowledge base developed using ontology web
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language (OWL) would be a more effective way to generate multiple choice ques-
tions.Utilising OWL can prove to be more efficient, as it is domain-independent
and help access multiple domain ontologies. As the entities are arranged based on
class, it becomes easier to generate distractors. Moreover, entities are categorised
based on their properties, which helps to automatically determine relationships
between entities as well as determine data type of an entity. Thus, the process
of acquiring correct answers and phrasing distracting options is simplified using
this approach. However, a problem arises when the same word can mean different
things, under different contexts.

In accordance to Bollegala et.al (2007) [6], semantic similarity can be measured,
by using Internet search engines to determine the most plausible and relevant
context for a word, using a statistical measure known as page count. This mea-
sure basically analyses and ranks the different contexts in which a word has been
searched. To determine the semantic similarity between two words, the individual
page ranks of the two words as well as the page rank of the two words combined
can be used. Thus, the word relevant to the context can be determined and used
while framing distractors in multiple-choice questions.

Another approach to formulating multiple-choice question is to gather sentences
from questions mentioned in a specified set of learning materials, employ a statis-
tical technique to generate a blank part for the question, and create distractors
using grammatical and statistical patterns [1]. While this approach may be useful
in generating multiple-choice questions for a specified amount of text, it is not as
flexible or powerful as the method recommended by Papasalouros et.al [14].

A.3 Project Aim (Objectives):

The project aims to generate distractors by different method that applies mul-
tiple similarity measurements for producing multiple-choice questions from elec-
tronic English text.

We will involve Normalised Google Distance (NGD) to generate distractors us-
ing Google search engine as well as ontology distance, which is another method
to generate distractors. In other words, the project targets to find similar dis-
tinct word associated with a query word using multiple similarity measurement
for MCQ.
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A.4 Methodology:

In order to gain better knowledge and information about MCQ generator, we will
research into recent approaches of MCQ generation such as the ones use Natural
Language Generation (NLG) and domain ontologies. We will then attempt to
integrate them together to form a model that generates distractors using multiple
similarity measurements.

In addition, searching about how to find similarities or distances between two
words (strings) as well as how to measure similarities between concept will assist
us to achieve further understanding of many aspects of the project. The GATE
-Natural language processing framework- will be used to process the input text
corpus, and we will employ NGD, ontology distance and WordNet to generate
distractors.

A.5 Timeline:

Stage 1

Background and further reading.

Identify project’s tasks and tools.

Write a project proposal.

Prepare and collect information for literature review.

Learn Java and WordNet.

Submit final draft of the literature review and proposal.

Stage 2

Produce codes and tests.

Write a dissertation.

Prepare poster and presentation.

Submit first draft dissertation.

Submit a poster.

Seminar presentation.

Submit final dissertation.
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